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ABSTRACT

In this paper a synthesis of the knowl-
edge representation method based on
stratified graphs is given. We recall
the main concepts and results: strati-
fied graph, interpretation of a stratified
graph, the valuation mapping and the
answer mapping. Several applications
are shortly summarized.
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1. INTRODUCTION

The concept of labeled stratified graph
(LSG) was introduced in [2] in connec-
tion with that of knowledge base with
output. This concept of LSG was ap-
plied successfully in various domains
and we review such applications in a
separate section of this paper.

The structure of the paper is the
following: in this Section 1 some ba-
sic notions of universal algebra are
presented; in Section 2 we recall the
following concepts: labeled stratified
graph (shortly, stratified graph), ac-
cepted path, interpretation, valuation
and answer mapping; in Section 3 we

give a short description of the domains
where the stratified graphs were ap-
plied; the last section includes some
formulas used in this paper.

We consider a non empty set A.
By a binary partial operation on A we
understand a partial mapping f from
A × A to A. This means that f is
defined for the elements of some set
dom(f), where dom(f) ⊂ A × A. We
shall use the notation f : dom(f) −→
A. In the case when dom(f) = A × A
we say that f is a binary operation on
A.

We shall write f ≺ g if f :
dom(f) −→ A and g : dom(g) −→ A
are two functions such that dom(f) ⊆
dom(g) and f(x) = g(x) for all x ∈
dom(f).

By a partial σ-algebra we under-
stand a pair ([1]) A=(A, σA), where
A is the support set of A and σA

is a partial binary operation on A. If
dom(σA) = A×A then we say that A
is a σ-algebra.

We consider a non-empty set S. If
ρ1 ∈ 2S×S and ρ2 ∈ 2S×S then we
define ρ1 ◦ ρ2 as the set of all pairs
(x, y) ∈ S×S for which there is z ∈ S
such that (x, z) ∈ ρ1 and (z, y) ∈ ρ2.
We introduce the mapping

prodS : dom(prodS) −→ 2S×S
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where prodS(ρ1, ρ2) = ρ1 ◦ ρ2 and
(ρ1, ρ2) ∈ dom(prodS) if and only if
and ρ1 ◦ ρ2 6= ∅

2. STRATIFIED GRAPHS

By a labeled graph we understand a
tuple G = (S,L0, T0, f0) where S is
the set of nodes, L0 is a finite set of
labels, T0 ⊆ 2S×S is a set of binary
relations on S and f0 : L0 −→ T0

is a surjective mapping. For instance,
we can consider the labeled graph G0

from Figure 1, where we have the set
S = {x1, . . . , x6} of nodes and sev-
eral arcs labeled by a1, . . . , a6. We de-
note by L0 = {a1, . . . , a6} the set of
all these labels. If we erase these la-
bels, then the structure obtained from
Figure 1 is not a graph because some
nodes are connected by two arcs.

We denote by R(prodS) the set of
all restrictions of the mapping prodS :

R(prodS) = {u | u ≺ prodS}
We observe that if u is an element
of R(prodS) then the pair (2S×S , u)
is a partial algebra. This is a partial
algebra used to obtain the structure
named labeled stratified graph.

Take u ∈ R(prodS) and consider
the closure T = Clu(T0) of T0 in the
algebra (2S×S , u).

For each nonempty set M there
is a Peano σ-algebra over M . Two
Peano σ-algebras are isomorphic alge-
bras and for this reason we shall use
the following structure. We consider
the set B given by

B =
⋃

n≥0

Bn (1)

where {
B0 = M
Bn+1 = Bn ∪Wn

(2)

where
Wn = {σ(x1, x2) | x1, x2 ∈ Bn} and
σ(x1, x2) is the word σx1x2 over the
alphabet {σ}∪M . The pair PA(M) =
(B, σ) is a Peano σ-algebra over M .

We consider some collection of sub-
sets of B, denoted by Initial(M).
Namely, we say that L ∈ Initial(M)
if the following conditions are fulfilled:

• M ⊆ L ⊆ B
• if σ(u, v) ∈ L then u ∈ L and

v ∈ L

Generally speaking, if L ∈ Initial(M)
then the pair (L, σL), where

• dom(σL) = {(x, y) ∈ L × L |
σ(x, y) ∈ L}

• σL(x, y) = σ(x, y) for every
(x, y) ∈ dom(σL)

is a partial σ-algebra.
We consider the Peano σ-algebra

PA(L0) = (B, σ) over L0, where B is
given by (1) and (2) for M = L0.

A labeled stratified graph G
over G (shortly, stratified graph or
LSG) is a tuple (G, L, T, u, f) where

• G = (S, L0, T0, f0) is a labeled
graph

• L ∈ Initial(L0)
• u ∈ R(prodS) and T = Clu(T0)
• f : (L, σL) −→ (2S×S , u) is a

morphism of partial algebras such
that f0 ≺ f , f(L) = T and
if (f(x), f(y)) ∈ dom(u) then
(x, y) ∈ dom(σL)

The condition for the morphism f can
be graphically represented as in Fig-
ure 2, where we observe that we have
a commutative diagram.

We denote by Strat(G) the set of
all LSGs over G. As we proved in
[3] we have Strat(G) 6= ∅. Moreover,
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we proved in [6] that for every u ∈
R(prodS) there is just one stratified
graph G = (G,L, T, u, f) over G and
this structure is obtained applying the
following steps ([6]):

• Take a labeled graph G =
(S,L0, T0, f0)

• Take u ∈ R(prodS)
• Compute T = Clu(T0)
• Take {Bn}n≥0 as in (2) for M =

L0

• Take D0 = L0 and define for ev-
ery natural number n ≥ 0 the entities
(5), (6) and (7).

• Define the mapping f :
dom(f) −→ T as follows:

dom(f) =
⋃

n≥0 dom(fn) =⋃
k≥0 Dk

f(x) = fk(x) if x ∈ Dk, k ≥ 0

• Take L = dom(f)
The inference process performed

in a stratified graph is a path based
mechanism. An useful concept is that
of structured path in a stratified
graph. We consider a path

d = ([x1, . . . , xn+1], [a1, . . . , an]) (3)

in a labeled graph G = (S,L0, T0, f0).
Consider the least set STR(d) satisfy-
ing the following conditions:

• ([xi, xi+1], ai) ∈ STR(d), i ∈
{1, . . . , n}

• if ([xi, . . . , xk], b1) ∈ STR(d) and
([xk, . . . , xr], b2) ∈ STR(d), where
1 ≤ i < k < r ≤ n + 1, then
([xi, . . . , xr], [b1, b2]) ∈ STR(d)

The maximal length elements of
STR(d), namely, the elements of the
form ([x1, . . . , xn+1], c) ∈ STR(d), are
called structured paths over d. We
consider the projection of STR(d) un-
der the second axis:

STR2(d) = {β | ∃α : (α, β) ∈ STR(d)}

For example, if in Figure 1 we take the
path d = ([x1, x2, x3, x4], [a1, a2, a5])
then only the following structured
paths over d can be obtained:

([x1, x2, x3, x4], [[a1, a2], a5])
([x1, x2, x3, x4], [a1, [a2, a5]])
Let d be a path as in (3). We can

define the mapping

h : STR2(d) −→ B

as follows:
• h(x) = x for x ∈ L0

• h([u, v]) = σ(h(u), h(v))
Thus, h([a1, a2]) = σ(a1, a2),
h([a1, [a2, a5]]) = σ(a1, σ(a2, a5)).
Some elements of STR(d) are named
accepted structured path. More
precisely, the path ([x1, . . . , xn+1], c) ∈
STR(d) is an accepted structured
path if h(c) ∈ L.

Because the accepted structured
paths are used in the inference process,
it is convenient to denote a structured
path by ds = ([x1, . . . , xn+1], h(c)) in-
stead of ds = ([x1, . . . , xn+1], c).

We denote by ASP (G) the set of
all accepted structured paths over G.

Every accepted structured path
over G can be broken into two accepted
structured paths over G, as we state in
the following proposition:

Proposition 1. ([7]) For
every accepted structured path
([x1, . . . , xn+1], σ(v1, v2)) ∈ ASP (G),
where n ≥ 2, there is one and
only one i ∈ {2, . . . , n} such that
([x1, . . . , xi], v1) ∈ ASP (G) and
([xi, . . . , xn+1], v2) ∈ ASP (G).

The number i stated in Proposition
1 is named the break index for a path
d and is denoted by ind(d).

In order to perform an inference,
the concepts of interpretation and
valuation are used:
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Definition 1 An interpretation for
G is a tuple

Σ = (Ob, i, D,P)

where:
• Ob is a finite set of objects such

that

Card(Ob) = Card(S)

• i : S −→ Ob is a bijective map-
ping

• D = (Y, ∗) is a partial algebra; Y
is called the domain of Σ and ∗ is a
partial binary operation on Y

• P = {pa}a∈L0 , where

pa : Ob×Ob −→ Y

Definition 2 The valuation map-
ping generated by Σ is the mapping

valΣ : ASP (G) −→ Y

defined inductively by (8) where
i = ind([x1, . . . , xn+1], σ(v1, v2)) and
x(i; j) = [xi, . . . , xj ]. Intuitively, the
computation can be described as in
Figure 3.

Consider a stratified graph G =
(G,L, T, u, f) over G = (S, L0, T0, f0)
and Σ = (Ob, i, D,P) an interpreta-
tion for G. A pair (x, y) ∈ S × S
is called interrogation. For a given
interrogation (x, y) we designate by
ASP (x, y) the set of all accepted
structured paths from x to y in G. The
answer mapping is the mapping

Ans : S × S −→ Y ∪ {no}
defined by (9).

The inference process generated by
d ∈ ASP (G) is the computation per-
formed to obtain valΣ(d) by (8). The
element valΣ(d) is the conclusion of
the corresponding process.

3. APPLICATIONS OF LSGs

The labelled stratified graphs were
used in the following applications:

1. Semantic of communication.
2. Image synthesis.
3. Reconstruction a graphical im-

age by extracting the semantics of a
linguistic spatial description given in
a natural language.

4. The modeling of the fusion ac-
tion for two companies.

5. Solving the problems which can
be transposed in attribute graphs or
colored graphs.

6. Knowledge bases with output and
their use to the scheduling problems.

The reader can find the first appli-
cation in [7]. The second application
is treated in detail in the same paper.
In connection with this case we relieve
the following aspect. We consider the
graph represented in Figure 1 and the
nodes are interpreted as points in the
plan R×R. The space Y is the set of
all geometric figures of the plan R×R
such that each figure has an axis of
symmetry (a circle, a regular or isosce-
les triangle etc.

Moreover, we consider the fol-
lowing case: if X and Y are two
polygonal lines then X ∗ Y is, in
general, the ”least” polygon con-
taining both X and Y . We con-
sider the structured paths d1 =
([x1, x2, x5, x6], [[a1, a3], a6]) and d2 =
([x1, x2, x5, x6], [a1, [a3, a6]]) for d =
([x1, x2, x5, x6], [a1, a3, a6]). Comput-
ing the valuation mapping for the ac-
cepted structured path

([x1, x2, x5, x6], σ(σ(a1, a3), a6))

we obtain the image represented in
Figure 4.
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Now we compute the valuation
mapping for the accepted structured
path

([x1, x2, x5, x6], σ(a1, σ(a3, a6)))

and obtain the image from Figure 5.
We shall remark that we consid-

ered the path

d = ([x1, x2, x5, x6], [a1, a3, a6])

and the following accepted structured
paths of d:

d1 = ([x1, x2, x5, x6], σ(σ(a1, a3), a6))

d2 = ([x1, x2, x5, x6], σ(a1, σ(a3, a6)))

Computing the valuation mapping for
these structured paths with respect to
some interpretation we obtain differ-
ent conclusions. Applying (9) we con-
clude that Ans(x1, x6) contains two
geometric figures, but Ans(x6, x1) =
no.

In what concerns the third applica-
tion we mention that in [8] the follow-
ing problem is treated: Let’s consider
we have a remote connection from a
node A to a node B. At the node A
we have some objects arranged in a
spatial area. Through this connection
a linguistic description for the rela-
tive positions of the objects from A
is sent to the node B. The descrip-
tion contains non-fuzzy directional re-
lations. The problem is to reconstruct
in B the image from A. In [8] we pro-
posed a method of hierarchical rea-
soning about the directional relations
received from the node A based on
the labeled stratified graphs. If the
spatial area from the node A has
n-dimensions then, in the reasoning
process, we use n labeled stratified
graphs, one for each main axis of the

area. In connection with this aspect we
relieve the following problem treated
in [5]: We suppose we have a remote
communication line from S to R. S is
the sender and R is the receiver. Let’s
suppose at the node S we have a chess-
board of only 5 × 5 squares and five
pawns of the same color. We say that
a pawn P1 captures the pawn P2 if P1

and P2 are aligned on the same diag-
onal of the board at one square dis-
tance. We suppose that in S we see
an arrangement of these pieces such
that no pawn captures any other pawn.
The problem is to transmit to R a text
description of the scene such that R
is able to reconstruct the image from
S. In order to model the communi-
cation we used a Recursive Transition
Network. We have implemented this
case in an application that consists of
a Java applet and a Prolog file. In
this application we used the JIProlog
(JavaInternetProlog) product written
by Ugo Chirico ([11]) in order to es-
tablish a connection between the Java
applet and the Prolog file.

In [4] the following problem is
treated: the embedding of two strati-
fied graphs in another stratified graph
such that several restrictions are satis-
fied. This problem is extended to an-
other problem, namely, the collabora-
tion of two or more stratified graphs.
This problem was suggested by the
research described in [6]. A minimal
stratified graph containing the com-
ponents can be obtained and this
structure can be completed such that
some additional conditions are satis-
fied. The model can be applied suc-
cessfully to describe the actions per-
formed as a result of a fusion of two
companies.
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In [6] the following problem is
treated. We consider a directed graph
G0 = (S, Γ ), where S = {x1, . . . , xm}
is the set of its nodes. Let A =
{a1, . . . , ak} be a set of properties
or attributes for the elements of Γ .
The attributes a1, . . . , ak may repre-
sent colours or other properties such
as closed road, works in progress, rain
and so on.

An attribute graph is a tuple
(G0, A, attr), where

• G0 = (S, Γ ) is a directed graph
• A = {a1, . . . , ak} is the set of at-

tribute names
• attr : Γ −→ 2A \ {∅} is a map-

ping such that attr(xi, xj) is the
set of all attributes associated to
(xi, xj) ∈ Γ

• for each i ∈ {1, . . . , k} there is
(xp, xq) ∈ Γ such that ai ∈
attr(xp, xq)

A path in an attribute graph
(G0, A, attr) is a pair

([x1, . . . , xn], [a1, . . . , an−1])

where (xi, xi+1) ∈ Γ and ai ∈
attr(xi, xi+1) for i ∈ {1, . . . , n− 1}.

We consider the mappings R :
A −→ 2A, K : A −→ 2A and
a subset N0 ⊆ A. By definition,
an accepted path from y1 to yn is
a path ([y1, . . . , yn], [b1, . . . , bn−1]) in
(G0, A, attr) such that b1 ∈ A \ N0

and bi+1 ∈ R(bi) \ K(bi) for i ∈
{1, . . . , n − 2}. The tuple (R,K, N0)
defines the restrictions imposed on
accepted paths. We shall denote by
Pathacc(y1, yn) the set of the accepted
paths from y1 to yn.

Given two arbitrary nodes y, z ∈ S
and a natural number r the following
problems arise:

P1) Decide whether or not the set⋃r
s=0 Paths

acc(y, z) is a non-empty
set, where Paths

acc(y, z) denotes
the set of all accepted paths from
y to z that contain exactly s in-
termediary nodes. In other words,
the problem is to decide whether
or not there is an accepted path
from y to z containing at most r
intermediary nodes.
P2) In the affirmative case, find all
these paths.

In order to transpose this problem
in terms of labeled graphs we take
L0 = A = {a1, . . . , ak} and for each
i ∈ {1, . . . , k} we consider the binary
relation f0(ai) on S defined by:

{(xp, xq) ∈ Γ | ai ∈ attr(xp, xq)} (4)

We consider
T0 = {ρ | ∃ai ∈ A : f0(ai) = ρ}

and we obtain the labeled graph G =
(S,L0, T0, f0), where f0 : L0 −→ T0 is
the mapping defined by f0(ai) = Qi,
where Qi is defined in (4).

The concept of knowledge base
with output was introduced in [2]
and this concept is based on strat-
ified graph mechanism. Two kinds
of computations are performed in a
knowledge base with output: syntac-
tic computations and semantic com-
putations. The semantic computations
are performed in an output space and
some morphism is used. This struc-
ture is applied to solve the follow-
ing problem: We consider the airports
x1, . . . , xm. The companies L1, . . . , Lk

organize some non-stop flights between
these airports. It is known a set R of
restrictions concerning the continua-
tion of a travel for a passenger. An
element of R is a rule of the form
Li −→ Pi, where Pi is a nonempty
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subset of {L1, . . . , Lk}. Such rule spec-
ifies the following property: if a pas-
senger arrives in some airport using
the company Li then he may continue
his travel with the company L only if
L ∈ Pi. Give the answer to the follow-
ing interrogation: given a pair (x, y)
of airports, is there a flight from x to
y having at most n intermediary air-
ports? In the affirmative case find all
the solutions.

4.OPEN PROBLEMS

The following sentences can constitute
the subjects for a future research:
• For a stratified graph G =
(G,L, T, u, f) denote by Dn(ρ) the

set {α ∈ Dn | fn(α) = ρ} for every
ρ ∈ T . Try to find a recursive method
to compute Dn(ρ).
• The set L =

⋃
n≥0 Dn can be infi-

nite. Such cases are presented in [3].
Obtain a necessary and sufficient con-
dition for this case.
• Use the collaboration of several
stratified graphs to manage the dis-
tributed knowledge.
• Obtain an algebraic method to de-
scribe and compute the structured
paths in a LSG.
• Try to apply the stratified graphs to
model the reasoning by analogy.
• Obtain a comparative study
for stratified graphs and semantic
schemas ([9], [10])

5.APPENDIX

Dn+1 = {σ(p, q) ∈ Bn+1 \Bn | p, q ∈ dom(fn), (fn(p), fn(q)) ∈ dom(u)} (5)

dom(fn+1) = dom(fn) ∪Dn+1 (6)

fn+1(x) =
{

fn(x) if x ∈ dom(fn)
u(fn(p), fn(q)) if x = σ(p, q) ∈ Dn+1

(7)





valΣ([x, y], a) = pa(i(x), i(y))

valΣ(x(1; n + 1), σ(v1, v2)) = valΣ(x(1; i), v1) ∗ valΣ(x(i;n + 1), v2)
(8)





Ans(x, y) = no if ASP (x, y) = ∅

Ans(x, y) = {valΣ(d) | d ∈ ASP (x, y)} if ASP (x, y) 6= ∅
(9)
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Fig. 1. The labeled graph G0

Fig. 2. The morphism condition
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Fig. 3. The valuation mapping
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[2] N. Ţăndăreanu: Knowledge Bases
with Output, Knowledge and Informa-
tion Systems 2, 4, 438-460, 2000.
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